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ABSTRACT

This study, conducted by Texas Instruments Incorporated, over
the period 1 February 1974 to 31 December 1974, extends earlier studies con-
cerning the design and evaluation of a global seismic surveillance system by
providing a closer simulation of the physical network for testing alternatives,
developing specifications and assessing capability. The simulator employs
finite-difference models of major network elements such as communications
and signal processing elements., Simulation results were obtained on reliability,
delays, queues, and capability for two system alternatives and for a range of
design parameter settings,

It was concluded that the number of data path failures may pre-
sent a major problera to the system's management but is not expected to im-
pact the network capability, The major 1ime delay in the network is due to the
time to send waveform messages to the central facility so that if subsequently
all traces are sent, the delay for an event could be excessive. The major queue
in the network is at the remote facility for out-going waveform messages. The
simulated four-station network detection capability, when averaged over all re-

gions, is about 0.3 m _ units worse than the theoretical potential of the network.

b
The major limitation on the network performance is in the detection association

processor. This is due to an inherent input false-alarm rate limitation of the
proccssor beyond which its performance deteriorates. In addition to these, the
report describes results obtained on major subsystems of the surveillance sys-

tem,

Neither the Advanced Research Projects Agency nor the Air Force
Technical Applications Center will be responsible for information contained
herein which has been supplied by other organizations or contractors, and this
document is subject to later revision as may be necessary. The views and con-
clusions presented are those of the authors and should not be interpreted as
necessarily representing the official policies, either expressed or implied, of
the Advanced Research Projects Agency, the Air Force Technical Applications
Center, or the US Government,
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SECTION 1
INTRODUCTION

This simulation study is an extension of earlier work in the de-
sign and evaluation of a4 seismic event monitoring network, A computer pro-
gram developed by Wirth (1970) estimated the operating characteristics of a
network but neglected constraints imposed by response time and the physical
system. That program, made more efficient by Wirth in 1971, was applied
by Wirth, Blandford, and Shumway (1971) to evaluate an automatic network-
level detector. Since then, a study by Sax et al, (1974) identified the major
functions and the configuration for a cost-effective network. The current
study combines and extends these earlier works by providing the means for
evaluating alternative processes at the subsystem and total system levels.

It weakens the assumption regarding the physical system and permits evalua-

tion of dynamic behavior, given a procedural or functional alternative.

This report records for later reference the methods for seismic

network simulation and describes specific results obtained to date.

The report consists of six sections. Section II defines the pro-
blem to be addressed by the simulator designer. In the third section simu-
lator methodology is described. Study results are presented and analyzed in
the fourth section. In Section V we draw conclusions and make recommenda -
tions regarding the seismic network and its simulation. References are given
in Section VI. Formal documentation of the computer programs is not included

in this report, but Appendix A describes the general flow of the simulator.
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SECTION II
STUDY DEFINITION

In this section a description is given of the physical network,
the objectives of simulation, subsystem alternatives, design parameters, and
analysis elements. These topics provide a problem statement for reference
in designing the simulator and serve to indicate the motivation for simulating
the network. In short, simulation is regarded as a useful tool for system de-
sign and performance evaluation provided the system is large, i.e., many
states, and that the system elements interact significantly, If these conditions

apply, then selecting element designs by a subsystem criterion does not as-

sure optimality of the total system.

The organization and approach to simulation is critical if it is
to be useful. So, before introducing the simulation methodology, we need to

consider and keep in mind the problem state aent presented in this section.

s NETWORK OVERVIEW

Following Sax et al, (1974), the network is organized into three
types of facilities: the remote facilities, the communications facilities, and
the central facility. The remote facilities include all hardware and software
items in the field not involved directly with international communications or
communications with the central facility., In most cases, the remote facilities
are at overseas locations. The central facility includes all hardware and soft-

ware items at the hub of the communications network., It is taken to be at a

II-1




single location in the continental United States. The communications facilities
are distributed among the remote facilities and the central facility. This in-
cludes all hardware and software items and leased transmission lines necessary

for connecting the stations, in a star-like configuration, to the central facility.
1. Remote Facility

This group senses, stores, and processes seismic data in the
field. As shown in Figure II-1, a typical remote facility contains three sub-
systems; the remote sensor units (RSU), the data collection processor (DCP),
and the station detection processor (SDP). The RSU consists of eight modules
for sensing, converting and transmitting the ground motion data to the DCP.
The DCP is comiprised of nine elements for storing and performing off-line
processing of this data. The SDP performs detection processing and forwards

the results to the DCP. Eight elements are identified with the SDP.
2. Communications Facility

This facility has the three subsystems; the remote communica-
tions processor (RCP), the international communications channel (ICC), and
the central communications processor (CCP). Referring to Figure II-1 again,
the RCP is located at the bottom left-hand side, Its function is to read mes-
sages from the DCP storage, format them and perform the protocol necessary
to transmit the messages, Also, it receives incoming messages and writes
them to a designated area of the DCP storage. The ICC is a leased line
from each station having a capacity in the range of 50 bits per second (bps)
to 4.8 kilobits per second (kbps), depending on the station. The CCP is shown
at the top of Figure II-2. It is the primary processor of the communications
facility and has the function of reading the disk for outgoing messages, for-
matting these and performing the protocol necessary for transmission to the
remote facility. Also, it receives transmissions from all remote facilities, un-

packs and assembles the messages and writes them to the central facility disk.

I1-2




ALITTIOVA ILONAY JIHL A0 NOLLVINDIINOD TYYANAL

I

du.ssasolrq
uo1323333

1-11 39NDI1ga

suri-up

A

ﬂumz f

EUIlS[ [T
TR EETE S

SLLLIT AT gy
iranbay

12]1033u0))
A8

EETTLEITL. ]
adeg

Azowajy

nuy
Asg

1a[1013U0D)
ASIC

1eljuan

13[1013U0))

{oX3juo)
jeus0 g
2wier J
®eQg 104
13yng

tun
10893302d
113Ul

; ¥

SIWlIIJU]

FUOTIEITUN LIS T

—— g = e - — — — — 53

d03tuopy
dnoyoeg
adD

Buissasoxy
[UTT 130

tug
108895014
1813U3))

ddejIeIN]

|
L _
r

2DeIII3U]

ﬂ

<dexur
otpey

103312aAU0D)

1023u0)
dnyoeg
Surun g
1013U0)
2suodsay
108uag

waysiAg
Buipaoday

Qﬂ“

(ns¥) 1tun xosuag ajowra

Induj

uolo N
punoa:)

T L T e R




B e

ALITIDVA TVHLNID JFHL 40 NOILVINDIANOD TVIINID
¢2-I1 J9NdDl4

queg e
O] UOMEIIUNWWO))
pueqpeosy

yueg

vieQ

oL

108sad01d

1o3u0)
| swais g
44V1 saniow
Furssaroay

dos
W -HO

Asig
Azeipixny
7 WaisAg #s (] 1 wosis 481
(1e1oeds)
3 uonesIsER] )
Aedsig e >
2d03
| dessanodd Y
uoy sey )
> 130 -
A -A_ -
dvQa
(sunr ¥,
GORIISSR| ) ¥s1q
JRTS: | @
]
paadg YDt

| L

A%

Agerpixny
108500014
|saone e o

WO
suon!g pratg ol
saursy
ey wot ﬁ

PNDREERERFLE L SR




T e ST .

3. Central Facility

As illustrated in Figure II-2, there are four subsystems in the
central facility. Their major function is to iocate and classify cvents based
on the available information and to store the information for future reference,
The subsystems are the detection association processor (DAP), the event
classification processor (ECP), the disk storage units, and ihec system control
processor (SCP). The DAP's purpcse is to take incoming detection bulletins
and to determine by association whether additional data is justified, If so, it
issues a data request to the remote facilitics containing approximate location
and time estimates. The ECP uses all of the resuling measurement data and
processed data and makes the final determination as to the class, location,
time, and other descriptors of an event. The SCP monitors and aids in con-

trolling the entire network status.,

B. OBJECTIVES

A good simulator will be useful throughout the lile-cycle of the
seismic surveillance network. During the develupment phase it is a design
aid for evaluating alternatives, for arriving at specifications and for predicting
the capability of the network. During the operations phase the simulator can
be used for training, for testing policies and procedures, for iden'ifying and
justifying nceded research, for evaluating rescarch results, and as a manage-

ment aid in adapting to changing capability or cost requirements,

In evaluation of design alternatives, the simulator provides a
test environment for major elements, The test data for station detection pro-
cessing are provided ecither by measurement data or an earth model. But for
the other elements such as communications processors, the test data are

supplied by the surrounding elements. Also, element optimization is promoted

II-5
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by the simulator, for it can be used to eval the elements impact on other
elements as well as the total system. A third area of benefit is in evaluating

operating procedures, e.g., procedures for requestiug event waveform data,

For developing specifications of systent elements, the simulator
can promote smooth integration, reliable operation, and flexibility., This
will include identification of all elements necessary fsr interfacing, storage
and standby functions. Bounds or requirements may be developed for memory

size, reliability, maintainability, and sottware execution time.

Increasingly realistic assessments of system capability will re-
sult from using the simulator. Easily obtained are dynamic assessments of
detection probability, false alarm probability, location error and false associ-
ation probability. The stability of these measures can be determined under
unusual conditions such as event swarms, communications burst errors, or
equipment failures. New information can become available on discriminating

and resolving space-time clusters of events,

As stated above, the simulator can be applied toward satis/ying
objectives of the system's operations phase. More specifically, it can contri-
bute to analyst training, operations management, policy and procedure develop-

ment, and also function as a managernent information system.

Training applications of the sim ilator may include operator
training. Maintenance personnel may be given diagnostic or trouble~shooting
exercises. System operations manager training may also be facilitiated by the

simulator,

When abnormal conditions arise the operations manager may
inquire about alternate procedures and about the time neceded to recover from
the failure state. Supplementing this with other data, the manager can make

exceptionally well-informed decisions.

I1-6




Management 'games' can be staged using the simulator. From
these the system management can develop policies and procedures or a plan
for responding to various 'what if' scenarios svch as changing requirements

or budgets and for identifying research needs,

Lastly, the simulator can contribute rather directly to a com-
puterized management information system by using sparse status data to
train the simulator and then having the simulator reconstruct and report on
any state or area of the system in exactly the required detail. From the

foregoing, the key application objectives of the simulator may be summarized as:

. Evaluation of design alternatives
- Test environment
- Element optimization

- Procedures optimization.

. Develop specifications
- Identify necessary elements

- Develop element parameter values.

° Determine capability
~ Detection and estimation process statistics
- Stability under peak loads

~ Cluster discrimination process statistics.

° Training aid
= Operator training
S Maintenance training

= Management training.

II-7
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Policy development
- Management games
Requirements changes

Budget changes.

Management information system
- Reconstruct states
Report at any level of detail

A minimum of data collection,

GUIDELINES

The following guidelines were observed while developing the

simulator and performing the simulations.
Lo Configuration

The simulator models the decentralized system illustrated in
Figures II-1 .nd II-2. This implies that a substantial amount of data pro-
cessing is done in the field and that low-rate comui:aications (50 bps t~ 4.8
kbps) are available for transmissions between the field stations and the cen-
tral facility., The alternative, to use high-rate communications with little
data reduction in the field, is not considered cost-effective. This was the

conclusion by Sax et al, (1974).
2. Network Alternatives

The two decertralized network alternatives (A and B) as developed

in the above study are to be compared using the simulator. Briefly, network

A is similar to the existing network of several large arrays and 20 single sen-

sor stations; and network B consists of 25 small ~rrays.




3. Level of Detail

The level of the simulation models (micro or macro), is to de-
pend on the significance of the element, the element's newness and the avail-
ability of macro-level statistics. Major new elements are usually treated in
detail. Major but well-known elements such as sensor units and sensor-to-
station communications, where statistics are known, are treated at a macro-

level.
4, Completeness

Due to time limitations and lack of definition, certain elements
are not included in the simulation. In this group are the central facility event

classification processor and system control processor.
215 Analysis

In addition to representing candidate elements, the simulator is
to provide loading data on the communications and seismic processors and to

be capable of simulating alternative operating procedures.

D. ALTERNATIVES

Within the decentralized network configuration, several sub-
system candidates are possible. These lead to alternative systems with sig-
nificantly different cost-effectiveness attributes. In particular, the SDP at
the remote facility, the DAP at the central facility, and their communications
linkage appear to be important subsystems with many alternative ways to in-
vest time and money. Table II-1 lists, without definition, approaches which
could be studied by simulation. Included are hardware, software, and pro-

cedural approaches. Groups of these define a subsystem alternative which

11-9
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TABLE II-1

SUBSYSTEM APPROACHES
(PAGE 1 OF 2)

REMOTE FACILITY

Station Detection Processor

az
"

Constant False Alarm Rate
Var‘able False Alarm Rate
Frequency Dependent Detection
* Broad-Band Detection
% Beam Power Detection
Beam Power and F-Statistic Detection
Fixed Mean Noise Detection
Central Facility Control of Threshold
#* SP Detection
SP and LP Detection
Later Phase Identification
* Single Array Detection
Subarray Detection

Coda Model Detection
Data Collection Processor

Variations in the Content of Detection Bulletins

Variations in the Response to Waveform Requests
* Send Beam Data

Send Magnitude Data

Send Envelope Data

Adaptive Responses Dependent of Data and Workload

* = Base-line models
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- TABLE II-1

SUBSYSTEM APPROACHES
(PAGE 2 OF 2)

COMMUNICATIONS NETWORK

* Stop and Wait Automatic Request Repeat (ARQ) Error
Control

Continuous ARQ
Synchroneous Transmission (little protocol)

* Asynchroneous Transmission (protocol)
Adaptive Block Size Depending on Error Rates
Dyna.nic Buffering Depending on Demand

* Advanced Data Communications Control Procedure
Full Duplex Lines

* Half Duplex Lines

% Teletype Rate Channels

Higher Rate Channels

CENTRAL FACILITY

Triangulation DAP

a2,
ki3

Key and Error Ellipse DAP

Optimal Search DAP

* Array Oriented DAP

Single Sensor and Array Oriented DAP
Single Sensor Oriented DAP

% = Base-line models
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must be matched with other subsystems to form a system alternative. We see
that the SDP approaches range from simple power detectors to a yet to be de-
fined optimal detector. For the simpler approaches, good communications

and central facility processing may be necessary for an acceptable system,

Complexity of the initial simulator was not sought. Therefore,
the base-line design being simulated is a simple and probably not an optimal
design., It is assumed that through simulation a gradually improved design
will evolve in stages. Base-line alternatives along with other possibilities are

indicated in Table II-1, Base-line models are indicated by asterisks,

E, DESIGN PARAMETERS

For any given subsystem design theve are a number of design
parameters. In several cases they represent different specifications for the
design. In others, they represent unknown factors such as reliability, the
effect of which can be evaluated by the simulator. Table II-2 lists the para-
meters available in the simulator or those which can easily be entered into

the simulation.

In the simulation trials the paramaters are to be varied only in
cases wWhere they impact the system performance measures, It is not prac-
tical to study the effect of every parameter for every element of a given design.
Therefore, typical parameter values will be used except for those sensitive

rorameters,

IS ELEMENTS OF ANALYSIS

The following list itemizes some elements of analysis that need

to be considered in designing the simulator and while analyzing its results,
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TABLE 1I-2

DESIGN PARAMETERS BY FACILITY AND ELEMENT
(PAGE 1 OF 3)

REMOTE FACILITY

Station Detection Processor

MTBF (mean time between failure)
MTTR (mean time to repair)

Time Gate

Threshold

Azimuth Error

Ray Error

Time Error

Magnitude, Period

Noise Statistics
Data Collection Processor

MTBF
MTTR

Delay
Remote Storage Element

MTBF

MTTR

Detection Bulletin File (DB)
Waveform File (WF)
Waveform Request File (WFR)

1I-13
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TABLE II-2

DESIGN PARAMETERS BY FACILITY AND ELEMENT
(PAGE 2 OF 3)

COMMUNICATIONS NET WORK

Remote Communications Processor

MTBF

MTTR

DB Buffer

WEF Buffer

WFR Buffer

DB Length

WF Length

WFR Length

Block Size

International Communications Channel
MTBEF
MTTR
Bit Error Probability

Data Rate

Central Communications Processor
MTBF
MTTR
DB Buffer
WF Buffer
WIR Buffer
DB Length
WF Length
WFR Length
Response Time Limit

Block Size
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£ TABLE 11-2

3 | DESIGN PARAMETERS BY FACILITY AND ELEMENT
| (PAGE 3 OF 3)

b CENTRAL FACILITY

Detection Association Processor

MTBF

MTTR

Input Work Area

Output Area

DB Length

Numbe1r of Detections for an Event
Key Selection Parameter

Number of Keying Levels
Association Confidence Limits
Time Limit for New Information

Number of Bulletins Pefore Association Trial

S
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1. Utilization

This measure may be taken on any subsystem. It gives an in-
dication of the workload balance among processors, availability of equipment
for additional processing or the need for backup equipment and procedures.
In communications the maximum observed utilization is the efficiency of the

communications procedure and can be compared with theoretical values.
2. Reliability

We can determine the element reliability necessary to maintain
overall system reliability and capability requirements, Poor reliability im-
pacts operating costs and the system capability, The resultant effect of seem-
ingly reliable components in a prop- sed configuratinn is a matter of interest

that can be determined by this measure.
51 Queues

Measurement of the queue lengths at the processors and storage
eclements are used to determine the buffer and storage space requirements, the

need for additional capacity or the need for improved procedures.

4, Delays

Processor delays should be such that the overall delay for an
event meets requirements. The measure is useful also in developing macro-

models of processors,
g Sensitivity

Those performance measures found to be most sensitive to de-
sign parameter variations should be expressed with confidence limits rather

than as point values.
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e 6. Stability
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Dynamic behavior of the surveillance system can be analyzed
L8 ]

by simulation. Other things being equal, we prefer to develop a system which
recovered quickly from a failure. Also, systematic variations in capability

should be avoided. Considerable amount of simulation and parameter perturba-

1 L tion may be required to achieve stability of the whol~ system.
¥ 7. Observability and Controllability

The observability and controllability of the system reflect which
i states can be seen and influenced by system opecrators at all levels, These
i attributes are inherent in some designs while others would require special

i procedures.
8. Capability

The overall system effectiveness, which depends on all of the

L above measures, concerns event detection and estimation errors, Alterna-
3 tives chould be judged by significant differences in relative cffectiveness.
L After the alternatives are well defined and optimized, the simulator should

provide reasonable estimates of the capability ofa proposed system,

9. Cost and Personnel

N In addition to the cffectiveness measures, cost and personnel

implications of alternatives should be discussed to complete the analysis.

The analysis clements and their principle arcas of zpplication

are summarized in Table II-3.
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TABLE 11-3

SUMMARY OF ANALYSIS ELEMENTS

Element Principa! Area
Utilization Communications and major processors
Reliability As seen from the central facility and for the
total system
Quet”lew o Requireme—nts fc-)r all b‘tllffers and files
__Delay.'m“ Determine>the age ;f wor.k_ aﬁd se;rvice times

for major processors

Sensitivity

Stability

Capability

Observability and

Controllability

Cost and Personnel

Study variations of above measures due to

parameter uncertainty

Study bounds on time behavior of the above

meadasures

Can key states be seen from the central
facility? Can faults be corrected or

managed?

For seismic processors and the total system

Comment on significant cost differences be-

tween alternatives. Comment on the person-
nel implications of alternatives and para-

meters such as MTTR,
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SECTION 111
METHODOLOGY

The methodology chosen meets the application objectives iden -
tified in the last section. It should be apparent tha. such diverse objectives
are not easily met and certainly not without considerable forethought. Two
basic policies were adopted and followed in this methodology. These were:
to decompose the system for modeling purposes according to the decomposi-
tion of the physical network into subsystems, and sccondly, to model the sub-

systems with finite difference equations.

The first policy states that whenever possible the system is
modeled by processors or subsystems and that these are cascaded together to
form a facility or a desired total system simulator. The advantage is that the
various models correspond to separate research arcas, procurement packages,
areas of management responsibility and often to separate disciplines. Also,
with this approach actual software or hardware can be tested in place of simu-
lated models to gauge their stability and effectiveness in a total system environ-
ment, Also, real earth data can be used in such tests rather than the simulated
earth model., Other decomposition than cascade may decrease the computer
run time slightly but they lose significance to the user when it comes to design-

ing a physical system,

The second policy is that finite difference state models be applied

whenever possible. The general form is:

k’ Yk' w}.)

X = B iEa U




where,

k = discrete time

Xk = the elernent siate vector

Uk = the element input vector
Yk = the element parameter vector
Wk = random processes associated with the element,

The

advantages of this approach are that it is compact and

minimizes computer memory requirements., Also, modeling can be done at

both macro and micro-levels. It provides to each element realistic time

series which can be assumed in developing models and for ¢

stablishing a

test environment for models or actual modules.

Finally, it is most useful

for analysis work, optimization, and later for

system control functions.

The disadvantage of a micro

-model is that it may be operating

at a time scale unsuitable for deve

loping long-term statistics. For examyple,

the communications model is in steps of 0.15 seconde for the study of protncol

cffects.

However, to study months of operation of the total system, a macro-

model 1is needed.,

Two approaches are used to develop the macro-model. The

first 1s to solve the difference cquations for

larger time steps and the second

is modify it using

parametric statistics from the micro-model.

Models described as state models, follow three conventions.

First, the state ve

ctor is usually partitioned into fixed lengths for feedforward

(remote facility to central facility) directed states (X(1) to X(10)), feedback

(central facility to remote facility) directed states (X(11) to X(20)), and inter-

nal states (X(21) to X(n)). Second,

to make this section useful to programming,

the program indices are shown, which due to chang

Third,

¢s arc not consecutive,

input vectors to an element are also partitioned into feedforward

(U(l) to U(10)) and feedback (U(11) to U(20)) states.

0 0 TV T pre—



To the casual reader, the model descriptions serve to illustrate
the method and the number of considerations involved. To the reader desiring
t> develop new models, they provide a starting point. They also aid in comn-
municating the desired procedure to a programmer. Note that although the
programmer need not implement the state models directly, the procedure

should be the same, delays, temporary storage, round-about flow and so on,

As SIMULATOR OVERVIEW

The simulator modules are shown in Figure III1-1. The modules
represent the subsystems of the network configuration diagrams (Figures II-1
and II-2), For convenience, the modules are designated by subsystem abbie-

viations.,

The flow of information starts with the earth model (EM) at the
left of this figure. The earth model generates synthetic but realistic detection
data inputs to the network simulator. These enter the remote facility simula-
tor which represents the network from the sensors to the communications fac-
ility. Detection bulletins (DB's) generated in the remote facility simulator are
forwarded to the communications facility simulator. After protocol and delay
steps are performed, the DB's enter the central facility simulator. At the
central facility the detection association processor {DAP) simulator reads the
available DB's and for each network detection, waveform requests (WFR's)
are sent to selected stations, Then, the WFR's are written to the central
storage element (CSE), read by the central communications processor (CCP),
and sent to the correct remote communications processor (RCP)., Il.ast, the
remote facility simulator converts WFR's to waveform messages (WF) and
sends these back to the central facility for event classification processor (ECP)

processing, where the simulation ends for that event,

It is not practical, except for validation or maintenance pur-

poses, to print and evaluate all of the information developed by the simulator.
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Therefore, Figure IIl-1 shows an instrument panel to signify, as with the ac-
tual network, the necessity of evaluating by a few well chosen measurements.
For this, data are collected and sumimarized on the network analysis elements,
At the total system level, these concern; station detection errors, network de-
tection or association errors, network location and time cstimate errors, and

the total processing delay for events,

B. EARTH MODE L

The earth model drives the simulator by generating detection
bulletins from each of the individual stations in the network, Events from
seismic regions are distributed similarly to those on the earth and will include
localized regions of swarn: activity., Region seismicity is controlled by the
user to attain realistic earth seismicity. Complexities produced by later
phases and the coda of earthquakes strongly affect the performance of the sys-
tem. Random codas are automatically generated with cach earthquake as are

the most frequently occurring later phases,

For each phase mean transmission parameters are generated.

For ecach focus to station path, parameters such as magnitude and travel time
are randomized with zero mean normal statistics, These are path and seismic
phase dependent. Path and seismic phase dependent bias in transmission para-
meters are assumed to be calibrated for cach nominral region-station path, The
dynarnics of generating correction tables are not included in the present scope
of the earth model. The earthquake simulation is based on a steady state
model which adequately accounts for the fixed bias in transmission character-

istics,

Each station SP and LP array dimensions are controlled by the
user. The user can also specify the ambient noise leve!, instrument response,

and beam loss characteristics of the station. Transmission measurement
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errors, dependent on array dimension, S/N ratio, period, and other para-

meters are adequately accounted for within the earth model.

Although the earth inputs to each station were attempted to be
modeled realistically, these are necessarily certain limitations on the simu-

lation. These tradeoffs were made for more efficient computation,
The following are some of the limitations:
o No more than six events can be observed simultaneously.

o In a single time gate at a given station the detector can distin-
guish no more than two intevfering events, Other events occur-
ing cannot be detected, Those that can be detected are:

- the event with the largest amplitude

- the first arriving event greater than twice tic mean noise.

° No more than 12 events per hour can be unambiguously resolved

without risk of losing events due to a limited stack length of 6

events.
® No more than three swarms can be activated at one time.
° Events are uniformly distributed within regions.
° Regional transmission biases are assumed to have been cor-

rectly accounted for,

® No more than fou: event phases were observed at each station.

1. Region Characterization and Source Generation

The seismically active areas of the earth are modeled by de-
fining the boundaries of 100 different source regions. These regions have a
uniform probability of being selected to 'prodice' an event. Provision is made

to shape each region to follow the trend of observed seismicity in the region

block. The parameters used to locate and shape each region are as follows:
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° Centroid latitude and longitude

. Maximum block latitude and longitude deviation

° Rotation of the rectangular region block

. Curvature of the oriented rectangular region block,

Starting with a rectangular block oriented along a latitude line, the block is
transformed into a parabola shaped arc in local geographical coordinates,
which is rotated to follow the observed trend of earthquakes. In this way it
was possible to accurately represent seismic zones with ninety of these shaped
regions. The remaining ten regions were used to represent small localized

swarm centers.

Some regions are more populated by events than others., Each
region is therefore represented by a relative event population weight between
zero and one. When region block is selected, a uniform random number be-
tween zero and one is drawn. If the number exceeds the region weight, the

seismic zone is not activated,

After selecting a region, uniform random numbers are drawn
to generate a location within the region. Further, the depth of focus is deter-
mined by generating a log-normal statistic to modify a regional mean depth
given that depth variation is modeled statistically by a specified log-standard
deviation. The generation of origin time is controlled by a universal seis-
micity curve with a minimum event magnitude specified by the user. The aver-
age number of events per day is log-normally modulated and smoothed with the
logarithmic standard deviation and smoothing time constant specified by the
user. Using the log-normal realization of average number of cvents per day,
the time interval to the next event is generated as the variate of an exponential
distribution. The magnitude probability density is an exponential function at

magnitudes greater than the specified minimum magnitude and zero at lesser

values,




The corner period cr dominant period (for A/T) for each
event is generated given the magnitude of the event using a standard corner
period versus ML and MLversus m, relationships. Complexity of the event
is represented by the time delay between the first motion and the maximum
peak amplitude of the event. This time delay is generated by a uniform sta-
tistic between zero and one which is squared and multiplied by the maximum
delay of 16 seconds, This derived statistic approximately evenly splits the

events between simple and complex representations, on the basis of time de-

lays of 4 seconds to the maximum peak.

Swarms are activated by selecting a source region in a parti-

tioned swarm region block. Initially no swarm regions are active. To generate

the number in a swarm, a uniform variate between zero and one is multiplied
times the maximum number of possible swarm events -- a parameter loaded
for each swarm region by the user. Up to three swarm regions can be simul-
taneously activated, each of which is characterized by a counter specifying the
number of remaining earthquakes in the swarnmi. The probability is close to
one for a large number of remaining swarms and drops to about one tenth when
the swarm stack is nearly worked off. After a sufficient number of events are
generated by one of the active swarms, the counter reaches zero and the re-
gion is deactivated and the swarm stack is manipulated to reflect the deletion

of an active swarm region.

Source parameters are printed as each source is generated in
page blocks of 50 events. The printouts are continuously rolled over to pro-
vide book page logs of all events generated. Only the current block of 50 events
is held in memory as input to the system simulator. As a new block of 50 events

are generated by the simulator, the previous block of event data is printed.
2. Transmission Parameter Generation

The transmission parameters were derived for the earth model

for the following phases:




-

T

- ° P (0° £ A £104°)
o PKP  (142°< A <180°)
. pP (0°< A <104°)
o o pPKP  (0°S A <180°)
o PcP (0°< A <104°)
° PKIKP (110°< A <180°9)
; ° PP (0°< A <180°),
-t The following mean transmission factors were generated for

each source-station-phase path:

° T(A,Z) travel time
M ra arameter
aA g
° B(A,7Z) B-factor,

The mean B-factor transmission for P waves was modeled by fitting analyti-
cal functions to tables given by Veith and Clawson, 1972, Jeffery-Bullen tra-
vel time tables were used as a basis for deriving an analytical approximation
to the travel times and dT/dA. Direction and great circle distance calcula-
tions were based on spherical trigonometry, Travel times of the later phases
were modeled by fitting analytical functions to travel time tables given by Rich-
ter (1958), The B-factors of later phases were scaled to that of P-waves us-
ing spherical spreading approximations given by Bullen (1953), These were
corrected for absorption by empirically filtering the analytical B-factor ap-
proximations to observations of Lambert et al., (1970) with a constant cor-
rection, The variance of Lambert's observed magn, ades from those of the
calculated B-factors indicated a small standard deviation on the order of 0,15

to 0.2 magnitude units compared to the 0.3 and 0.5 observed between stations.

11I-9
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Therefore the statistical deviation of magnitudes between stations was genera-
ted with a zero mean normal distribution of 0.45 magnitude units with an addi-
tive deviation of later phases applied to the P-phase station magnitude using

a 0.15 standard deviation population. Considerably more investigation of ran-

dom B-factor deviations would be desirable to improve these models.

Mean coda decay characteristics were modeled, The model was
based on observing increases in spectral energy of earthquakes with progres-
sively larger time windows. The observations indicated that energy increased
as T? (a<1l). A nominal value obtained for most teleseismic earthquakes
was a = 1/3. This results in a power measure which is nominally independent
of the time window dimension. These observations were the basis for the ana-
Iytical coda decay model used by the simulator. Random deviations about the
apparent mean coda decay were generated using a zero-mean normal statistic
with log-standard deviation of 0,15, independently sampled on a time scale
larger than the signal pulse width characterized as the dominant period of the

signal,

In order that the source and transmission characteristics de-
rived for station observations of simulated events be reproducible independent-
ly of the design o1 the station detector, they were stacked for up to six simul-
taneously observed events and for all stations. Thus, when changing the time
gate and threshold, the false alarm sequence changed but the event dependent

observations remained invariant,

3. Station Parameter Generation

Each station is described by the user through input parameters
by the geographical location, short-period array characteristics, lorng-period
array characteristics, and a signal beam loss parameter, The shori-period

and long-period array characteristics are as follows:
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path from the station to the receiver,

errors which result from using seismic arrays of band limited instruments

tion is the arrival time.

tion with a standard deviation of one second.

of 0.45 as described in the preceding section.

1.5 seconds and less than 0.55 seconds.

Number of sensors
Average sensor spacing given independent noise at each sensor

Average single sensor noise mean and standard deviation.

Transmission errors represent distortions generated along the

These errors seen in waves incident to

each station were generated as follows:

Arrival time errors
Event magnitude errors

Dominant period errors.

Incident waves are further distorted by station measurement

to

sense the incident signal. These errors are as fallows:

Ray parameter (dT/dA) errors

Ray direction errors

Magnitude errors

Dominant period errors,

The most precise measurement obtainable at the seismic sta-

For this errors are generated by a normal distribu-

The transmission error in inci-

dent magnitude is generated by a normal distribution with standard deviation

The station measurement of

magnitude is further distorted by the short-period system response which

taken as flat for A/ T with 12 dB/octave roll-off points at periods greater than

The dominant pulse period error due

to transmission is generated by a log-normal factor of mean value one and

II-11
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log -standard deviation 0.2. This also is further distorted in measurement by
the short-period system response which sees source corner periods greater
than 1.5 seconds as apparent corner periods with maximum amplitude at 1.5
seconds; and source corner periods less than 0.55 seconds as apparent cor -

ner periods with maximum amplitudes at 0,55 seconds,

The error analysis of array measurements by Clay et al. (1973)
describes the array gains in measurements of plane waves by arrays of K sen-
sors as Kl/2 figure of merit for waveform estimation and K figure of merit 4
for estimation of direction and the ray parameter (dT/dA). Their analysis in-
dicated that errors in direction and dT/dA for single incident plane waves are
maximum likelihood estimates, if these parameters are measured by sensing
the maximum beam power output of the ray given that the interfering noise is
taken to be additive and Gaussian. They further showed that the array mea-
surement errors can be reasonably well approximated as zero mean normal
distributions if the arrays are sufficiently large, Clay's results were modified
to account for signal generated noise and signal model anomalies by limiting
the effective S/N of a single sensor. Bias in ray parameter, dT/dA, and sen-
sor time delays were assumed to be effectively removed. Therefore, zero
mean Gaussian random variates were used to generate statistical deviations
of direction and ray parameter from the expected transmission values, with
the variance computed using our modification of Clay's formula which limits

the S/N of a single sensor,

The signal loss is station measurement and configuration depen-
dent and also site geology dependent, A first order approximation was used to
derive the fractional decrease in the incident amplitude as proportional to the

following factors:
° Square root of the number of sensors

o Average distance between adjacent sensors

111-12




° Ray parameter (dT/dA)
o Dominant pulse frequency,

The constant of proportionality characterizing the array is input by the user
as a station paramecter, An array of relatively simple geology such as ILASA
would be characterized by a constant cqual to 0.25; and of more complex geo-

logy such as NORSAR by 0,50,

C. REMOTE FACILITY

The remote facility simulator is illustrated in Figure I1I-2.
Subsystems represented are; the station detection processor (SDP), the re-
mote storage element (RSE), and the data collection processor (DCP)., The

simulator functions as follows:

° Earth model imputs are converted to detection bulletins by the
SDP
° Detection bulletins from the SDP are written on the RSE and

stored for pickup by the communications processor

° Incoming waveform requests are written on the RSE and stored

for processing

° The DCP reads waveform requests from the RSE and converts

these to waveform messages

] Waveform messages are then written to the RSE for pickup by

the communications processor,

Although the DCP simulation might include beamforming and
generation of realistic waveform messages, because of time limitations the
clement is represented by a delay in converting waveform requests to wave -

form messages, The other two elements are discussed in this section,
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In Figure 1l1-2, we should note the measurement points, These

are:

° Detection error - This compares the known carth model in-
puts with the DB output stream for false alarms, missed events,

and other types of errors,

° Data queues - These measure all queues at the RSE, i, e.

WFR, DB, WF, and total data queues.

° Delay - This indicates the cumulative delay or age of the var-
ious messages as they are sent from the remote facility. The

time tag is the arrival time of the originating DB,
Model descriptions for the remote facility are given next,

1. Station Detection Processor

The station detection processor detects possil:le seismic events,
The detections are listed in a bulletin of event descriptions derived from the
station measurements of the incident waves. The bulletins are sent to central
headquarters to possibly be linked with other bulletins as indicative of a pos-
sible seismic source. The station detector is specified by the user by the fol-

lowing parameters.

° A threshold is imposed on 7z = (x -/.1n)/crrl , where T is the
updated noise mean estimate of detector noise, and o is the
noise standard deviation. The detection variate x is taken to
be log A/T where A is the peak araplitude and T the corres-
ponding period, and =z is assumed to be a zero mean unit nor-

mal variate for noise and N{( us - un, o /gn) for signal,
s

° An ambiguity time gate is imposed upon maximum values of the

detector measurements x which exceed the threshold, in that
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x must be the largest peak within the time gate preceding the
possible event peak for all of the beams which are input into

the detection pate.

The rules for simulating the occurrence of false alarms and the level of noise

and signal are as follows:

° Independent log A/T fluctuations of short-period noise occur

every 0.5 seconds,

) For each 0.5 second time slice within the detection gate, N
statistically independent noise channels are transformed into
N or less statistically independent beam channels. These are
assumed to be nearly orthogonal transformations which pre-

serve the number of statistical degrees of freedom.

[ In each detection gate of K independent time fluctuations and
of N independent beam estimates, the noise is taken conser-

vatively as the maximum value of K- N independent trials,

o In each detection gate containing a seismic signal phase, the
signal is conservatively taken as the realization of a single pop-

ulation detection trial,

The rules for simulating the automatic timing of first motion of a detection are

as follows:

L) Independent log A/ T fluctuations of short-period signals occur
at the dominant period of the signal limited by the short-period

frequency response of the sensor.

° Coda statistics are generated with a single trial at the earliest

detector time sample.

:
s‘
lf
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bulletin:

Detection timing trials are sequential tests starting at the time
of the peak log A/T measurement and backing off toward the

beginning of the detector time interval,

The first motion timing estimate is flagged when the log A/T
reali.ation is less than twice the mean noise, The alarm time
is corrected for bias, based on S/N ratio by assuming a ramp

from the start time,

Simulated timing errors are based on signal log A/ T fluctuation

of o= 0. 15 magnitude units,
Opportunities for false alarms occur from signal coda, inter-

fering coda, and interfering events or phases,

The following information is included in the station detection

Identification of the station reporting
Estimated arrival time

Detectability measurement, =z = (x -un)/crl
- measurement of x = log A/T; signal, noise or coda
- updated mean noise, /J.n

- noise standard deviation, o

Ray parameter estimate, dT/dA

Direction estimate, 6

Ray parameter standard deviation of estimate

Directiun standard deviation of estimate.

The computer printout of the generated station bulletins occur

in page blocks 0. 50, Along with the station bulletin itself, a unique detection
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bulletin index number is included for linkage of each detection to the DAP and

other central facility lists generated by the system simulator. The event num-

ber is also printed to link the detection bulletin to the event list, Station bul-
letins are generated by simulating the station processors. The results are
subjected to error analysis. The following list of errors is included in the

bulletin list:

o Arrival time estimation error 3
¥

o Azimuth direction measurement error

® Ray parameter, dT/dA, measurement error.

In addition to error analysis of each detection bulletin, a set of status numbers
are utilized to classify the results of detection processing. The following sta-

tus information is given with each detection bulletin:
) Seismic phase identifier

) Interfering event flag specifying the event number of an inter-

fering event. Zero indicates no interfering event

) Threshold status of signal and noise

= ambient noise or coda dominant and below threshold

T

- ambient noise dominant and above threshold
- signal dominant and above threshold

- signal dominant and below threshold

- coda dominant and above threshold

o Detector performance diagnostic

- indicates rank of signal, interfering event coda, if pre-

#

sent, and ambient noise

's
b
- indicates threshold statur of signal and noise ,§.
) Detector automatic timing error diagnostic
- picked a late arrival due to the signal's coda fluctuation
;
)
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- picked an erroneous arrival due to an interfering event
or phase
- picked an carly arrival due to the interfering coda of a

preceding event,

Table III-1 provides a detailed categorization of the state of the
detector for each signal or false alarm encountered within the detection gate.
The threshold status and diagnostic can be used to facilitate the counting of de-
tection states to evaluate parts of or the entire system’s performance under

specified conditions.

The timing-error diagnostic flags correct timing or large tim-
ing errors as described in Table 1II-2. These can be associated with numer-
ical timing crrors and threshold status or diagnostic to completely evaluate

an automatic first-motion timing algorithm,

2l Remote Storage Element

This model represents all storage at the remote facility. These
are sensor data, detection bulletins, waveform requests and waveform mes-
sages, The simulation is accomplished without actually handling realistic files
in two ways. First, the accumulated data is evaluated by a model involving a
factor describing the storage requirements of a single detection bulletin. This
is accumulated to arrive at a current file size at any time in the simulation,
Second, bulletins and other messages to be communicated are represented by
the bulletin arrival time. This results in a time lag for all messages in the
system and is usually the only message identifier. The RSE model functions
in the simulator as an interface between the remote facility and the communica-
tion facility by buffering messages until they are read by the relevant proces-
sor. The actual system may use a similar interfacing procedure since the

processors may have a very small buifering capability,
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TABLE III-1
DETECTION TRUTH TABLE

Rank Threshold
Diag-
Noise| Coda [Signal| x> 7 | s >7 | Status| nostic
2 lorO 0 0 0 0 0
2 lor0 0 1 0 1 1
1 0 2 0 0 3 3
1 0 2 1 1 2 2 ‘
2 0 1 0 0 0 6 T’
2 0 1 1 0 1 5
1 2 0 0 0 0 0
1 2 0 1 0 4 4
3 lor2| lcr2 0 0 0 7
lor2 3 lor2 0 0 0 8
lor2| lor?2 3 0 0 3 19
3 lor2| lor2 1 0 1 10
lor2 3 lor2 1 0 1 11
lorl| lor2 3 1 1 2 12
3 lor2| lor2 1 1 1 13
lor2 3 lor2 1 1 4 14

x refers to threshold setting on log A/ T measurement

T rcfers to ambient noise or coda's log A/ T valur
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TABLE III-2
TIMING ERROR DIAGNOSTIC

Index

Code

Signal is not detected and timing not performed,

False alarm or coda is detected; false alarms timed

anywhere and coda at the start time of time gate,
First motion timed data in the coda of the signal.

First motion timed erronecously in the coda of a pre-

ceding event which passes through entire time gate.

First motion timed in noise immediately preceding

a gated interfering cvent.

First motion timed in coda of a gated intcrfering

event .«

First motion timed in noise immediately preceding

signal first motion (normal casc).

111-21
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The variables of the RSE model are summarized for reference
purposes in Table 1II-3. The variables include four inputs and 26 states. The
equations have a time step size of 15 seconds and were developed from a more
detailed set at a step in the order of milliscconds representing access time
and other micro-level operations. It was decided, however, that such detail
was not desired for this element in the current simulator so the model was
solved for the 15 second steps. This obviously reduces the operations to an
immediate turn-around in the 15 seconds and simplified the model. The model

may be characterized further by the remarks given below for each of the major

states.

° A DB is sent if the DB read command is on (=1) and its serial
number is that of the first or cldest message on the DB queue

o A WF message is sent if the WF read command is on. It takes
the serial number of the first or oldest message on the WFR
queue

° The DB buffer is updated from its last state by the SDP, input
DB serial number and the RCP read cornmand

o The WFR buffer is updated from its last state by the RCP, WFR

write and WF read command.

Buffer and reliability models are discussed in subsection III-F, Auxiliary

Models.

D. COMMUNICATIONS

A block diagram of the communications facility simulator is
given in Figure III-3. The elements modeled are: the remote communications
processor (RCP), the international communications channel (ICC), and the cen-

tral communications processor (CCP). The communications system from each

I11-22
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TABLE III-3

SUMMARY OF THE RSE MODEL VARIABLES

Inputs (SDP to RSE)

U(2, k) = Detection Bulletin serial number or the arrival time

Inputs (RCP to RSE)

U(lz, k) = Detection bulletin read command
3 U(13, <) = WFR serial number write
U(l4, k) = WF read command
J Paramecters
Y (1) = MTBF in hours
: Y (2) = MTTR in minutes
1 Y (3) = DB maximum quecue length
' Y (4) = WFR maximum que.ie length

Feedforward States (RSE to RCP)

i

X(3, k)
X(4, k) = Output waveform serial number

Output detection bulletin serial number

Feedback States {RSL to SDP)

X(11, k) to X{20, k) = not used

——

Internal States

X(23, k) = Cumulative data in 16 bit words !
X(24, k) = DDBSN queue input index .
X (25, k) = WFOSN queue input index !
X(31, k) to X(40, k) = DB gqueue
X(41, k) to X(50, k) = WFR queue

Ez

1

ke

111-23

ek gl (. prneiin, it i e gioy S8R



ALITIOVA SNOILY DINNIWINOD HHL 4O WV YODVIA XD00Td

¢-III I¥YNOIA

uolIBZITIN N ‘Buipeay 2nenyd O

3uipesy Aera(q J

O O H
¢ e - s | _
4 / ﬂ 4
o p 7 | _
dOV INIAND XIAANI || qAOV | ciotcisle] _
mrﬂs_ _ _ _ \ | qam
’ v ] 1 1§ 1
. _ _ _ _ _
| 1 | | . ]
1 | | _
aM/9a — | (M /8a 555 AM /4a .
||
A | IM B 9a
1
dIM \_ _l T
£
A3t11qelrad e TR Arriqerrad

T p————

111-24




R b S L TRt

T TTI - ey i e A ——— . ey =¥

station is assumed to have the same general organization and models, but per-

haps with different parameter settings such as the bit rate parameter.

The flow of information starts at the left of this figure. The
RCP reads any detection bulletins which have been placed on the RSE, Mes-
sages are stored on a small RCP buffer awaiting an exchange command from
the CCP, When this occurs, outgoing messages are picked up by the ICC and
after a delay are available to the CCP., The ICC may insert a block error flag
into the outgoing message depending on random variables. The CCP receives
incoming messages and writzs these to a central facility storage element pro-
vided no errors are detected., If a block error is detected, the CCP asks for
a retransmission of the block. Also, CCP reads messages going to the field
from the central facility., £t the completion of an incoming message, CCP
transmits messages addressed to the remote facility, Back messages are re-
ceived by the RCP and either retransmitted in the case of an error, or stored

in the case of an error-free message,

The models to be described include the communications proto-
col since this is a major factor in the effective line capacity of the communi-
cations system. In particular, the models simulate the Advanced Data Com-
munications Control Procedure (ADCCP) developed by the American National
Standards Institute (1973). In accordance with this procedure, the CCP is
given the roll of the 'primary' processor and the RCP the roll of the 'second-
ary' processor. For convenience, a number of features of the standard rec-
ommended by Sax et al., (1974) were omitted from the simulator or simplified,
One simplification of importance was the substitution of a stop-and-wait error
control procedure for the continuous error control procedure., Without getting
into the details, the effect is that the simulated capacity is slightly less than
the capacity which would result from the recommended procedure, However,
equations are available (Abramson and Kuo, 1973) for estimating the correct

capacity for a full-duplex system,
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Because the ADCCP control messages are eight bits in length,

the cormmunications simulator step size is 0. I5 seconds for a 50 bps line,

i.e.,

8 bits/50 bits/second = 0. 15 seconds.

As a result, to develop long-term statistics, either the model must be solved

for larger steps or an empirical model developed to fit samples from the simu-

lator micro-model.

tor are:

The major statistics developed by the communications simula-

Queue measures - These are taken on DB's, WF's and WFR

messages at the RCP and CCP processors

Delay measures - These are taken at the output of each pro-
cessor by subtracting the message time tag from the current

simulated time

Utilization - This measurement is of the number of times a
channel or processor is in use divided by the total number of
times the line is sampled.

Remote Communications Processor

The remote communications processor (RCP) model consists of

13 input variables and 50 state varizbles. These are defined in Table III-4., A

total of eight parameters are available for modifying the model through input

data cards. Additional modifications can be made by altering the state equa-

tions. The state equations are described below in the order given in Table

1II-4 beginning with the feedforward states (RCP to ICC):

The RCP signals a block error whenever the input message con-
tains an error or if the CCP asks for retransmission of the last

message and this was the block error signal
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TABLE 111-4

SUMMARY OF THE RCP MODEL VARIABLES

(PAGE 1 OF 2)

Inputs (RSE to RCF)

U(3, k)
U(4, k)

DB serial number
WF serial number

Inputs (ICC to RCP)

U(11, k)
u(lz, k)
U(13, k)
U(14, k)
U(15, k)
U(16, k)
(18, k)

Error on last block
Exchange

Request status

Reset

End of block flag

Poll

Error on incoming block

Parameters

Y(1)
Y(2)
Y(3)
Y(4)
Y (5)
Y(6)
Y(7)
Y(8)
Y(9)
Y(10)

MTBF in hours
MTTR in minutes

= DB queue maximum length

WF queue maximum length
WFR

Block size in bits

DB length in 16 bit words
WF length in 16 bit words
MTBF random number
MTTR random number




SUMMARY

TABLE 111-4

OF THE RCP MODEL VARIAELES
(PAGE 2 OF 2)

Feedforward States (RCP to ICC)

X(1, k)
X(2, k)
X(3, k)
X(4, k)
X(5, k)
X(6, k)
X(7,k)
X(8, k)

Error on last transmission (MAFC)
Acknowledge with information (ACWI)
Accept (ACPT)

Status ready receive, ready send (STRS)
Status no receive or send (STNN)

Output DB serial nurber (DB)

Ouiput WF serial number (WF)

Flag

Feedback States (RCP

to RSE)

X(12, k)
X(13, k)
% (14, k)

Send detection bulletin
Waveform request serial number
Send waveform

Internal States

X(21, k)
X(22, k)
X(23, k)
X(24, k)
X(25, k)
X(26, k)
X(27, k)
X(28, k) =
X(31, k) to X(40, k
X(41, k) to X(45, k)
X (46, k) to X(50, k)
X(51, k) to X(59, k)

Waveform request counter
Interface counter
Block counter
Detection bulletin word counter
Waveform word counter
DBSN queue input index
WFSN queue input index
WF RSN queue input index
= DB queue
= WEF queue
= WFR queue

= Output state memory
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At the completion of a good reception by RCP, an acknowledg-
ment is sent. Also an acknowledgment is sent if a retrans-

| mission request is received and this was the last message

. An accept signal is sent if a reset comman:d is recersed or if a

retransmission is requested and this was the last message.
After the above response, the program should zero all RCP states,

. A status-ready signal is sent if a request-status command is re-
ceive:! and RCP has space on its buffers for at least one WFR

me sage

] A status-not-ready signal is sent if a request-status command
is received and the RCP cannot, for the moment, buffer another
waveform request or if a retransmission is requested and this

was the last message

. A detection bulletin begins to be sent when the last output was
acknowledged with information and if there is at least one bul-
letin on the detection bulletin queue. It continues to be sent un-
til a bulletin word counter signals that all words have been sent
without error or continues to the end of a block whichever is

sooner

] A waveform message starts or resumes transmission after an

acknowledgment with information is sent and if a message is on

until all WF words have been sent without error or until the end

of a block whichever is sooner,

We note that the last two steps determine that DB's have priority over WF
messages, If a DB arrives when a WF transmission has started, it must wait

until the end of the WF block,

the WF queue and none on the DB queue. Transmission continues

o b s
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An end-of-block flag is sent if either the block counter pulses

on or if the message word counter pulses on in the case where

message length is less than a block,

This ends the feedforward equations. The next set of equations apply to sig-

nals sent to the RSE which simulate interfacing with a disk unit by read or

write commands,

If disk access is time divided, then the interface time signals

the start of the RCP time segment. It is also used to interface the models

which are simulating at different time steps.

A receive WFR command or disk write is sent when the inter-

face counter pulses on given that the WFR queue contains at

least one message

A sent DB command (or WF) is sent when tne interface counter

pulses on ard if the DB queue (or WF queue) is not full.

The following states are internal to the RCP and are used to

swpport or control the output states:

The WFR word counter is indexed upward by the transmission
of a WFR word and indexed downward by the lesser of a block
or the message length upon detection of an error in the last in-
put block. The counter goes to zero after indexing to the mes-

sage length without error

The interface counter simply indexes up to the interface time

limit then resets to zero

The block counter indexes for each word sent until reaching the

block limit and resets to zero
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The DB word counter indexes upward for each word sent and
downward by the lesser of a block or the message length when
the last message was a DB and an error wes detected by the

cCcp

Similarly, the WF word counter indexes up when a word is sent
and down by the lesser of block or message lengtn when the last
transmission was a WF block and an error was detected by the
CCP. It resets to zero when the last transmission was a WF

block followed by the CCP primary-acknowledge signal.

The first three relations below make use of a 'buffer function'

wnich is discussed later:

The DB queue or buffer vector is shifted up first-in first-out
(FIFO) fashion when the last message sent was a DB word and

a primary-acknowledge signal was received from the CCP, The
input command is on when a DB is read from disk and that mes-

sage is placed at the end of the queue

Similarly, the WF queue or buffer vector is shifted up FIFO
fashion when a primary-acknowledge is received from the CCP

and the last message sent was a WF message

The WFR queue is shifted up when a WFR message is sent to
the RSE disk and down when a WFR message is received with-

out error from the CCP

Output states to the CCP are stored until a response is received

from the CCP and updated by the resulting state

It is convenient to store the WFR number when one is being re-
ceived. This is entered on the WFR queue on the next iteration

after checking for an error.
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International Communications Channel

The major functions of this model are to simulate the message
delay, the bit errors, and the failure behavior of the leased communications
lines. For such 'long-haul' communications the delay is between 0.5 and 2
seconds, the bit error probability is 10-3 to 10-6, the failure rate is 1 to 2 | 1
failures per year and repairs take 2 to 5 minutes to switch to alternate rout-

ing.

The model variables are listed in Table 111-5. We see that the _'3
model contains two input vectors, an 200 x 1 state vector and four parameters,
The parameters are reliability, maintainability, delay time, and bit error

probability,

A transition function (SHIFT) merely transfers all messages on

the line 0.15 seconds closer to the output position, thereby updating the com-
munications line status. The function is documented in the subsection entitled
'Auxiliary Models,' is convenient for solving larger time steps but may be bet-

ter implemented by shifting pointers rather then the messages.

When a message leaves the channel, a test is made for an end-
of-block flag and if the test is true, another test is made for a block error. A
binomial probability is assumed for generating the block errors. Burst errors,
common in long-haul systems can be simulated by setting a high bit error pro-

-1
bability, say 10 °, for a period. An error flag is inserted in the 10th posi-

tion of the output message if this test is passed.

NI PP

3. Central Communications Processor .

It was stated in the introduction to this section, that the CCP
was the primary processor of the communications system. This is reflected

in the model to be described where the output variables are more command

oriented than those of the RCP and the equations are somewhat more complex.




TABLE III-5
SUMMARY OF THE ICC MODEL VARIABLES

UA
UB
X
Y(1)
Y (2)
Y (3)
Y (4)
Y(5)
Y (6)
v(7)
Y (8)

Input eight word vector (RCP to CCP)
Input eight word vector (CCP to RCP)
Delay vector for inputs

Channel MTBF (approximately 4000 l.ours)
Channel bit error rate

Channel MTTR (approximately 2 minutes)
Channel delay in seconds (approximately 1 second)
Block size, bits

MTBF random number

MTTR random number

Bit error random number

Time step T = 0.15 seconds for 50 B/S and 8 Bit words
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Since the CCP commands all RCP's, some procedure is need-
ed for accessing the CCP such as time division or parallel access. The pre-
sent simulator interfaces with just one CCP so that the access procedure needs
to be taken into account by the calling routine of the simulator. With this ap-
proach various access procedures can be simulated, possibilities are - all

stations to one CCP, each station to a different CCP, several stations to one

CCP, sequential or parallel.

Table III-6 lists the variables of the model and their definitions.
We note that there are 12 input variables and 50 state variables. In words,

starting with the feedforward states (CCP to CSE), the simulator performs as

follows:

. At intervals determined by an interf.ce counter, the first mes-
sage on the DB queue is sent to the CSE i.e,, written on the
central facility disk

) In the same time step, the first WF message on the WF queue
is sent to the central facility disk

° Also, in the above time step, a WFR read command is sent to

the CSE, i.e., the CCP reads disk for a WFR message.

This is all of the outputs to the central facility. The following

messages are sent to the remote facility (CCP to RCP):

° A block error message is sent if an error occurs in the input

message or in response to a retransmit request if the last mes-

sage sent was a block-error message

° An exchange command is sent if RCP has sent a status-ready
message, given that CCP is not in the process of sending a
WFR message. It also sends the exchange message in response

to a retransmit request if it applies
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TABLE III-6

SUMMARY OF THE CCP MODEL VARIABLES
(PAGE 1 OF 2)

Inputs (ICC to CCP)

= Error on last CCP tranamission (NAFC)

= Acknowledge with information (ACWI)
= Accept (ACPT)

= Status - ready receive, ready send (STRS)
= Statug - not ready receive or send (STNN)

= DB input
= WF input
= End of block flag (FLQG)

= Error in received RCP message (ERR)

Inputs (DAP to CCP)

U(12, k)

= Waveform request serial number

Parameters of CCP

Y(1)
Y(2)<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>